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Abstract

Seed quality assessment is essential for ensuring high crop productivity, maintaining varietal integrity,
and strengthening global food security. Traditional seed testing methods such as germination testing,
purity analysis, and moisture determination are often destructive, labor-intensive, and prone to human
error, limiting their efficiency and reliability. Recent advancements in artificial intelligence (Al),
machine learning (ML), deep learning (DL), and computer vision have transformed seed quality
evaluation into a faster, more accurate, and non-destructive process. This review summarizes the
principles of ML, key algorithmic categories, and their applications in seed quality analysis. Modern
ML models including Support VVector Machines, Random Forests, Naive Bayes, k-Nearest Neighbours,
Artificial Neural Networks, and Convolutional Neural Networks demonstrate strong performance in
seed classification, defect detection, vigor estimation, and variety identification. Integration of ML with
multispectral, hyperspectral, terahertz, X-ray, and RGB imaging has enabled precise germination
prediction, moisture estimation, and physical purity discrimination across diverse crop species. Al-
based platforms such as SeedGerm, Alseed, and deep learning-driven phenotyping tools further
enhance high-throughput and real-time analysis. Overall, the convergence of machine learning and
advanced imaging technologies offers a transformative approach to seed quality assessment, delivering
rapid, reliable, and non-destructive solutions that surpass traditional methods and support more
efficient, data-driven agricultural systems.

Keywords: Machine learning, seed quality, germination, moisture content, and physical purity

Introduction

The main requirement of farmers for the cultivation of crop is high quality seeds. Seed
quality analysis is crucial for enhancing agricultural productivity and ensuring food security.
High quality seeds significantly influence the yield of the crop and poor seed selection leads
to yield loss (Mogilicharla, et al., 2024) 51, As a result, different traditional seed quality tests
including mechanical tests, tests of genetic purity, seed germination and vigour, and seed
health tests are used. (McDonald, 1998) %1, But traditional seed quality analysis methods
face several limitations including irreversible destruction of seeds, high costs, complexity of
the method and inability to perform real time assessment which are important for modern
agricultural practices (Li et al., 2023) 2. These methods also often rely on human
intelligence and lack validation leading to unstable seed quality prediction (Srinivasaiah et
al., 2023) 2, To overcome these challenges, innovative methods using machine learning and
advanced imaging techniques have been developed for seed quality assessment (Mekala, et
al., 2024) 24, Machine learning is increasingly being utilized in seed analysis, enhancing the
efficiency and accuracy of seed quality assessment (Cutler et al., 2024) [/, Machine learning
algorithms especially convolutional neural networks are used to predict seed quality
facilitating better crop yield outcomes (Srinivasaiah et al., 2023) 21, These advancements
collectively enhance the seed quality assessment and decision-making in agriculture.
Artificial intelligence (Al) is rapidly becoming the fundamental aspect of current research.
The field of artificial intelligence involves designing machines that can perform tasks that
usually require human cognitive functions such as learning, decision making and problem
solving. Artificial intelligence and machine learning are often used synonymously but
machine learning is a broader subset within the field of Al. Machine learning is a subset of
artificial intelligence that involves techniques that enable software to learn independently and
optimize its performance through exposure to increasing amounts of data. It is seen as an
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approach to achieve artificial intelligence. Deep learning is a
subset of machine learning based on deep neural network.
(Misilmani et al., 2019) @

Machine learning can be defined as the process of
developing computer systems that have the capacity to
improve through experience and implement a learning
process. (Ayodele, 2010) I, The aim of machine learning is
to build computer programs that can learn from data. A
machine learning system stores the acquired knowledge in a
structure called hypothesis, which typically takes the form
of a model. According to Ockham’s razor principle, the
hypothesis should generalize the training data in the form of
the simplest explanation. For a valid generalization, the
hypothesis must be simpler than the data itself. The learning
algorithm outlines how to update the hypothesis with new
experience, that is training data, to optimize performance on
the specific task.

A machine learning model is composed of six components
and each component has a specific task.

Collection and preparation of data

The main focus of this component is to collect and prepare
the data. Significantly large amount of data may be available
for addressing any problem. The unstructured nature of the
web data makes it irrelevant and redundant. This generates
the need to clean and pre-process the data to obtain a
structured format that can be given to the algorithm as input.

Feature selection

The learning process does not require all the features present
in the data obtained from the first step. The irrelevant
features are removed and only the most important features
are retained.

https://www.biochemjournal.com

Choice of algorithm

The machine learning algorithm that is best suited for
addressing the problem at hand to get the best possible
results is selected.

Selection of models and parameters

Most of the machine learning algorithms demand some
initial manual intervention to set appropriate values for
various parameters.

Training

After selecting the appropriate algorithm and the suitable
parameter values, the model is trained. The dataset is
divided into data for training, validation and testing. The
model is trained using the dataset set aside as training data.

Performance evaluation

The model is then tested using a new dataset to evaluate the
performance of the system in terms of accuracy, precision
and recall before real-time implementation of the system.
(Alzubi et al., 2018) [

Types of machine learning algorithms

Machine learning is based on algorithms that can learn from
data without relying on rule-based programming. It can be
divided into three categories. (Misilmani et al., 2019) [¢!

e  Supervised learning (SL)

e Unsupervised learning (UL)

e Reinforcement learning (RL)

Table 1: The three main categories of learning (Misilmani et al., 2019) [€]

Learning category

Description

Supervised Learning

A model trained on a data set. Predictions are made on new inputs

Unsupervised Learning

A pattern is derived from the data after exploring it

Reinforcement Learning

Model takes decisions and learns from its actions

Supervised Learning

In supervised learning the models are trained using data

where a label is provided for each observation in the dataset.

This label may be categorical variable or a continuous

variable. (Maleki et al., 2020). Supervised learning is also

known as learning through examples or learning from
exemplars because under SL a set of examples or training
modules are provided with the correct outputs and on the
basis of these training sets, the algorithm learns to respond
more accurately by comparing its output with those that are

given as input. (Alzubi et al., 2018) B,

Supervised learning algorithms include linear regression,

logistic regression, artificial neural networks and support

vector machines.

e Linear regression: It consists of including a continuous
linear function through the data from which the
algorithm can make prediction on new inputs.

e Logistic regression: This is used in classification tasks
where it predicts the probability that a particular input
corresponds to one of the known classes.

o Artificial Neural Networks: Neural networks consist
of large interconnections of neurons, which are
computer cells, and these neurons are used to achieve
good performance. Neural networks are composed of
multiple layers, the input layer, output layer and hidden
layers between the input and output layers. Complex

functions with many features can be carried out using
neural networks as they offer an alternate path to
perform machine learning.

e Support Vector Machines (SVM): This type of
supervised learning algorithm is used in classification
and deals with more difficult cases of non-linearly
separable patterns by using kernel methods.

ok Nearest Neighbors: This is considered as one among
the simplest of all machine learning algorithms. After
memorizing the training set, the output of any new
input is predicted by the algorithm based on the output
of its closest neighbors in the training set. (Misilmani et
al., 2019) €

Unsupervised Learning

The aim of unsupervised learning is to find associations and
patterns among input datasets (Maleki et al., 2020). In
unsupervised learning, the algorithm derives a structure
from the data after identifying similarities in the input.
(Misilmani et al., 2019) 8. This technique is used when the
categories of data are unknown. The training data for
unsupervised learning is not labeled. Unsupervised learning
is a statistic-based approach of learning and addresses the
problem of identifying hidden structure in unlabeled data.
(Alzubi et al., 2018) &3,
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Unsupervised learning algorithms include K-Means

Clustering and Dimensionality Reduction Algorithms.

e K-Means Clustering: It is a type of unsupervised
learning where variables in the data are grouped
together based on relationships among them.

e Dimensionality Reduction Algorithms: The goal of
this algorithm is to minimize projection errors by
reducing every feature’s distance to a certain projection
line. E.g. Principle Component Analysis Algorithm
(PCA) (Misilmani et al., 2019) 81,

Reinforcement learning

Reinforcement learning is an intermediate type of learning
because the algorithm is only provided with a response that
tells whether the output is correct or not. The algorithm has
to explore and rule out various possibilities to get the correct
output. It is regarded as learning with a critic as the
algorithm doesn’t propose any suggestion or solution to the
problem. (Alzubi et al., 2018) I, In this type of learning, the
machine does not receive any labeled data. The information
is collected after interacting with the environment through
different actions. The machine is rewarded after each action
and its objective is maximizing this expected average
reward where the action would become optimal. An
example of this type of learning is Markov Decision Process
(MDP) (Misilmani et al., 2019) ¥,

Important algorithms in seed quality analysis

Artificial Neural Networks (ANNS)

One of the most broadly used algorithm in seed recognition
research is ANN (Chaugule, 2021) . Though there are
various ANN models, the basic principle is similar. An
ANN model consists of several neurons which act as
components that process the signals and these neurons are
connected by synapses to form a channel. An ANN receives
input signals, processes the signal and finally produces an
output signal. Different types of ANNs have been developed
for particular problems and applications. The most popular
ANNs used in seed recognition and classification are
Kohonen networks, multilayer perceptron (MLP), deep
neural networks (DNN) and convolutional neural networks
(CNN) (Basheer, et al., 2000) I,

Kohonen network

This algorithm is also known as self-organizing maps
(SOM). It is a type of unsupervised learning algorithm. It
comprises a two-layer network in which the input and
output layers are fully connected. The primary function of
SOM is to map the input data into a two-dimensional grid of
output neurons. During this process, the neurons in close
proximity on the grid represent similar pattern or feature
from the input data. This results in the formation of a 2D
map where the similar patterns are located near each other
(Kohonen, 1989) I8, Kohonen networks are employed in
clustering, pattern recognition, image segmentation and
classification. Ghamari (2012) used SOM to identify
chickpea seed varieties and it showed better performance
with an accuracy of 79 percent compared to supervised
ANN which had an accuracy of 73 percent. The training and
identification time of the Kohonen network is moderately
short but the error rate is very high since they are applied
without supervision.
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Multilayer perceptron (MLP)

MLP is a class of feed-forward artificial neural network.
MLP is a non-linear computational model effective in
handling complex classification and regression task. It
solves non-linear classification problems by introducing
multiple layers of neurons between the input and output
layer known as hidden layers. This layer processes the
information received from the input layer and pass it on to
the output layer. The output layer develops perceptrons
(complex decision boundaries) to resolve non-linear
classification problems (Hecht- Nielsen, 1989). However,
MLP is a time-consuming method and it only has few
hidden neurons so it is not suitable for modeling and
predicting (Geetha, 2020) [I,

Convolutional Neural Networks (CNN)

Convolutional Neural Network (CNN) operates in stages in

which each layer goes through three main steps:

convolution, detection and pooling.

e Convolution stage: In this stage the network takes the
input data and process it by applying filter. These filters
slide over the input data to create feature maps, which
highlight certain features like edges or textures in the
data. All the units in the filter map share the same filter.

e Detection stage: After convolution the network applies
a non-linear function called Rectified Linear Unit
(ReLU) to the result. This adds non-linearity to the
model which helps to capture more complex patterns in
the data.

e Pooling stage: Finally pooling function simplifies the
output by summarizing the information from nearby
units in the feature maps. This reduce the
dimensionality of the data (Goodfellow et al., 2016) [,
CNN have successful applications in agriculture
especially for the identification and classification of
unclear feature data like the delicate features of small
seeds (Patricio, et al., 2018) %l In 2018 Uzal and
coworkers used CNN for computing the number of
seeds in soybean pods. CNN and SVM model were
compared in this project and the result showed that
CNN has higher accuracy (86.2%) than SVM (50.4%)
in seed-per-pod estimation.

Support Vector Machines (SVMs)

SVM was introduced by Vapnik in 2000 and it is considered
as one of the most prevailing and simple machine learning
algorithms. Based on the output variable, SVM can be
classified as Support Vector Classification (SVC) which
classifies the data and Support Vector regression (SVR)
which determine regression (Singh et al., 2016) B%, SVM is
usually applicable to a two-class problem that create a
boundary between two groups in linear and non-linear
parameters. In non-linear relationships, SVM discover
patterns and performances. SVM was used for
discrimination and classification. For soybean seed
discrimination the morphological and colour attributes of
different seed classes were analyzed by SVM. The results
showed that colour trait had better discrimination ability
than morphological traits with an accuracy of 77 percent and
59 percent respectively (Namias et al., 2012) 21, SVM
classifier was also used to detect defects in corn seeds using
colour and texture analysis. The best accuracy (81.8%) in
results were obtained when the combination of both colour
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and texture was used for analysis than colour and texture
individually (Kiratiratanapruk et al., 2011) (71,

Random forest (RF)

A random forest is composed of many individual decision
trees, each of which is built to make decisions based on the
data provided. All these decision trees are constructed
simultaneously rather than sequentially. Bootstrapping
technique is used in RF to create different subsets of the
original dataset to train each decision tree. Bootstrapping is
a statistical technique in which multiple random samples are
taken from a dataset to create a subset of data. Bagging
(short for bootstrap aggregation) is done which is a
technique that improves the stability and accuracy of
machine learning algorithms by combining the results of the
decision trees. Each decision tree is trained on different
bootstrapped sample of the dataset. Out-of-bag observations
are the data points not included in the bootstrapped sample
used to train a particular decision tree.

Since these data points are not used in training, they can be
used to test the model’s performance that can be used to
estimate the accuracy of the model. The process of creating
bootstrapped  samples and identifying  out-of-bag
observations is repeated for each decision tree in the forest
(Mokry et al., 2013) 261, Random Forest along with SVM
was used to discriminate soybean varieties based on colour
and morphological features. The results showed that RF
classifiers discriminated the colour features with a better
accuracy (78%) than SVM model (77%) (Namias et al.,
2012) 271 Another research classified rice using image
features of rice seed which includes colour, shape and
texture. RF classifiers along with SVM were used in this
research and the results showed better accuracy for the RF
model (90.54%) than SVM.

Naive Bayes (NB)

NB is a simple but effective classification algorithm based
on Bayes theorem.it assumes that all the features in the
dataset are independent of each other. In comparison with
other classifiers like neural networks and SVMs, NB
requires only small amount of data for training to build an
effective model. This makes it useful in situations where
data is limited. NB trains quickly compared to more
complex models like neural networks. NB can struggle
when the dataset contains a lot of irrelevant features. This
negatively impact the model’s performance. When the
attributes are highly correlated NB’s assumption of
independence between the features is violated and can cause
certain attributes to have undue influence on the model’s
decisions leading to classification bias and a decrease in
accuracy for predictions involving these correlation features
(Ali et al., 2023) 1. NB is usually used to recognize weed
seeds based on morphological, colour and texture
characteristics from images. The NB classifier outperformed
ANN algorithms in weed seed identification (Granitto et al.,
2005) 31, It was also used in seed classification of kama,
rose and Canadian wheat varieties according to their
morphological features. However, ANN showed highest
performance (95.2%) than NB (94.3%) (Ajaz et al., 2015) 11,

Artificial intelligence in seed germination analysis

Use of machine learning, deep learning and computer vision
have improved the accuracy of germination percent
determination and seed quality prediction compared to
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traditional methods. The three steps involved in germination
analysis using artificial intelligence are image acquisition,
feature  extraction and  model-based  prediction.
Morphological features are the most commonly used
parameters in classical machine learning models that used
classifiers such as k-nearest neighbours (KNN) and decision
trees. Silva and coworkers (2024) developed a model to
predict the germination percent of tomato with an accuracy
of 94% using phenotypic characters.

Deep learning techniques such as convolutional neural
networks (CNN) are also used in germination percent
determination apart from classical machine learning models.
Genze et al. (2020) B developed a model based on CNN
with a mean average precision (mAP) of 94-98% to detect
the germination stages in maize, rye and pearl millet.
98.14% accuracy was achieved by a corn germination
detector developed by combining CIE LAB segmentation
with CNNs and k-fold validation. This model provides
accurate results even under varying environmental
conditions due to its capacity to process thousands of
images (Grant et al., 2023) 9. A study was conducted to
train five machine learning models such as Logistic
Regression (LR), K-Nearest Neighbor (KNN), Support
Vector Machines (SVM), Random Forest Classifier (RFC),
and Artificial Neural Network (ANN) using temporal and
spatial data of 800 viable and non-viable soybean seeds.
Among the five models, ANN model showed superior
performance achieving an accuracy of 97.65%, sensitivity of
97.67% and specificity of 97.97%. (Thakur et al., 2022) [*4,
Enhanced seed vigour and viability prediction is also
obtained by combining deep learning models with
multispectral and hyperspectral imaging data. Multispectral
imaging and a novel deep learning model called MsiFormer
was used to develop a non-destructive model for accurate
rice seed vigor testing. MsiFormer achieved a high accuracy
of 94.17% in rice seed germination prediction and
outperformed other deep learning methods by 2.5% to
18.34% (Qiao et al., 2023) 2, Apart from multispectral
imaging hyperspectral imaging is also used to assess the
viability of aged rice seeds (Jin et al., 2022) 3], SeedGerm
is a cost-effective platform which uses automated imaging
and machine learning for crop seed germination analysis. It
combines accessible hardware and open source software to
measure germination related traits in different species of
crops including tomato, pepper and barley accurately. It was
also used as a research tool to identify the genetic factors
that influence he germination in Brassica napus (Colmer et
al., 2020) 1. DiSCount (Digital Striga Counter) is a
computer vision tool and it uses deep learning to quantify
total number of germinated seeds of Striga from images.
This software is able to increase the speed of analysis. When
a CPu is used, it only takes 3seconds to analyse an image
while a GPU takes only 0.1 second per image. This method
is accurate and ave an average error of 3.38 percent
(Masteling et al., 2020) 3. Seed germination in wide range
of vegetables such as tomato, pepper, watermelon, cabbage
and cauliflower can be predicted by combining deep
learning with RGB image analysis (Nehoshtan et al., 2021)
481, Viability of sweet corn seeds were successfully assessed
non-destructively using hyperspectral imaging combined
with deep learning algorithms. The proposed Firefly
Algorithm optimized CNN-LSTM and it outperformed
traditional machine learning algorithms in classifying seeds
according to seed viability. This model achieved the highest
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classification accuracy of 97.23 percent (Wang & Song,
2024). On examining wheat seeds it was found that there are
distinct spectral differences between germinating and non-
germinating seeds. Among the models tested, the SNV-
SPA-PLS-DA model which used mixed spectral dataset
from both sides of the seeds recorded highest classification
accuracy of 88.9 percent confirming that hyperspectral
imaging is a reliable technology for non-destructive analysis
of seed viability (Zhang et al., 2018) 481, A novel detection
algorithm called DDST-CenterNet achieved an accuracy of
96.57 percent and have the capacity to detect over 40 seeds
(Peng et al., 2022) 9. The integration of machine learning,
deep learning, and advanced imaging technologies has
greatly enhanced the precision and efficiency of germination
percent determination and seed quality prediction. By
automating image acquisition, feature extraction, and
predictive modelling, these approaches deliver high
accuracy across crops and conditions, far surpassing
traditional manual assessments. Together, these innovations
highlight the growing role of Al-driven methodologies in
establishing fast, reliable, and non-destructive germination
testing systems.

Artificial intelligence in seed moisture content
measurement

Seed moisture content is an important factor that determines
seed quality, storability and germination potential.
Traditional methods of seed moisture determination such as
oven drying is time consuming and destructive. So,
integration of artificial intelligence with modern sensor
technologies will enhance the accuracy and also save time.
Free space measurement data was used to determine the
moisture content of flowing grains using machine learning
algorithms. Among the models tested to determine the
moisture content of bulgur wheat, Support Vector
Regression (SVR) model performed the best and K-Nearest
Neighbour (KNN) algorithm recorded most accurate results
for durum wheat and corn silage kernel (Yigit & Duysak,
2022) B9, Moisture content in rice was predicted by
different machine learning models using Received Signal
Strength Indicator (RSSI) data from Wireless Sensor
Network (WSN) and Radio Frequency Identification (RFID)
systems. Random Forest model recorded the highest
accuracy of 87 percent when using RSSI from WSN and 99
percent using RSSI from both WSN and RFID (Azmi et al.,
2021) BU, The advancement of deep learning has led to the
use of neural network architectures such as multilayer
perceptrons (MLPs), stacked autoencoders (SAEs), and
convolutional neural networks (CNNs) for direct feature
extraction and end-to-end prediction. Deep learning and
machine vision were used o preic moistre content in wood
chips through RGB images. Image dataset consisting of
1600 RGB images of wood chips was collected and labelled.
This was fed into two high performing neural networks,
MoistNetLite and MoistNetMax developed using Neural
Architecture  Search  (NAS) and  hyperparameter
optimization. The results showed that MoistNetLite
achieved an accuracy of 87 percent and MoistNetMax
obtained exceptional precision with an accuracy of 91
percent in wood chip moisture content determination
(Rahman et al., 2024) B3, SG-SAE-LightGBM model,
which used hyperspectral imaging to evaluate sunflower
seed vitality and moisture content prediction, achieved an
accuracy of 98.65 percent for vitality classification. SNV-
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XGBoost-LightGBM model recorded better performance for
moisture content prediction with a coefficient of
determination of 0.9715 (Yuan et al., 2024) 531, A model
that measure the grain moisture uses an improved Sparrow
Search Algorithm and Support Vector Regression (SSA-
SVR) to enhance the precision of moisture detection in long
grain rice. The model measures the moisture content of the
grain by measuring the electrical resistance of the grains.
SSA-SVR model was found to be more accurate in moisture
determination than other algorithms such as Ridge
Regression, MLP, and Random Forest (Cao et al., 2024) >4,
A portable device for measuring moisture content of paddy
was developed using microwave microstrip sensors and
machine learning among the different machine learning
models tested, Random Forest achieved the highest accuracy
with a coefficient of determination of 0.99 (Liu et al., 2022)
561, A model which combines computer vision and machine
learning was developed to predict the moisture content in
fresh guava, guyabano and lagundi leaves. The system
consists of a Raspberry Pi 4 model B, a camera module, 40
kg load cell and an Arduino Uno integrated into a stainless
steel chamber. It captures the weight and visual features of
the leaf samples and process them to predict the moisture
content of the samples using Random Forest Regression
model. (Gapusan et al., 2024) B A smartphone based
method was developed to determine the grain moisture
content using machine learning which 8s an important
indicator to determine the optimal harvest timing. The
models tested were Random Forest, Multilayer Perceptron,
Support Vector Regression and Multivariate Linear
Regression. Among these models, Support Vector
Regression (SVR) was found to be the most suitable and
accurate model with a mean absolute error of 1.23 percent
(Yang et al.,, 2021). An image analysis system that can
accurately measure the dimensions of bean and corn seeds
was developed. An experiment was conducted to confirm
the relationship of the seed dimensions to the cet basis
moisture content. An artificial neural network (ANN) was
successfully used to predict the moisture content of the
seeds based on the dimensions with an efficiency of 82
percent (Chen et al., 2024) B9, The integration of artificial
intelligence  with advanced sensing and imaging
technologies has enabled fast, accurate, and non-destructive
prediction of moisture content in seeds and agricultural
materials. Across sensor-based, spectral, and image-driven
approaches, machine learning and deep learning models
consistently deliver higher precision than traditional
methods, offering reliable real-time assessment. These
developments collectively demonstrate the growing
importance of Al-powered systems in improving seed
quality evaluation and storage management.

Artificial intelligence in seed physical purity detection
Seed physical purity assessment plays a vital role in
maintaining the quality and authenticity of agricultural
production systems. Traditional manual evaluation methods
are labor-intensive, time-consuming, and prone to human
error. Recent studies have demonstrated the efficacy of
multispectral and hyperspectral imaging for discriminating
between pure seeds and contaminants. These methods rely
on combining optical imaging modalities with statistical or
machine learning classifiers to differentiate seed types.
Alfalfa and sweet clover seeds, which are difficult to
distinguish by morphology alone was effectively
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differentiated using multispectral imaging combined with
supervised discrimination methods such as Linear
Discriminant Analysis (LDA), AdaBoost, and Support
Vector Machine (SVM). The LDA model was found to be
most effective which used a combination of spectral and
morphological data and obtained a classification accuracy of
99.58 percent (Hu et al., 2020) 5%, Rice seeds were
distinguished from grains using derivative preprocessing
and multivariate classifiers such as LDA, QDA, KNN and
SVM achieving F1 scores ranging from 0.74 to 0.97
(Boateng et al., 2025) 61, A new Convolutional Neural
Network model was studied for the classification of ten
types of Brassica seeds and it obtained a high accuracy of 93
percent. The proposed model showed superior performance
when compared with pre-trained models such as
DenseNet121, InceptionVV3 and ResNet152. Among the pre-
trained models, DenseNet121 achieved the highest accuracy
of 90.03 percent followed by InceptionVV3 and ResNet152
with an accuracy 84.71 percent and 73.34 percent
respectively (Elfatimi et al., 2025) €2, Purity of rice seeds
were identified using a hybrid method that combines deep
learning models for feature extraction and machine learning
algorithm for classification. The combination of feature
extraction from VGG16 with SVM or LR algorithms
achieved accuracies above 95 percent upto 99 percent
significantly outperforming the methods that only used deep
learning or traditional machine learning (Thi-Thu-Hong et
al.,, 2024). A novel Fuzzy Cognitive Map (FCM) model
combined with Levenberg-Marquardt (LM) deep learning
algorithm was used to predict seed purity, variety and
health. FCMLM deep learning model demonstrated superior
performance with the highest correlation coefficient of 0.9
when compared to other statistical methods like BP-ANN
and Multivariate Regression (Suganthi & Sathiaseelan,
2022) 4, A Convolutional Neural Network (CNN) model
was developed for identifying and analysing the purity of
different seed types with a maximum accuracy of 89
percent. Initially, the accuracy of the model was low at 60
percent, but it improved as the number of epochs increased
(Kalaivani et al., 2022) [¢° Alseed software is based on
machine vision technology and enables high-throughput
handling and phenotyping of various-sized plant seeds.
After phenotyping for a total of 54 features, Alseed numbers
each seed to facilitate further seed quality assessment or
grain detection. In addition, Alseed includes modules for
seed quality detection and prediction, such as seed clarity,
purity, vigor, and viability testing, which are based on
machine learning or deep learning models developed by
analyzing the associations between seed quality indicators
and the features obtained by the software. Through a series
of experiments, this paper has confirmed that Alseed has a
high performance in extracting phenotypic features and
testing seed quality from images for seeds of several plants
of different sizes, with high speed and high precision in
separating seeds from the background and then analyzing
them (Keling et al., 2023) %, A two stage method using
visible and X-ray imaging is an effective, non-destructive
and reliable alternative to conventional methods of physical
purity, viability and vigour testing of soybean seeds. This
method obtained highes correlation between the imaging
test results and the standard germination tests confirming the
usability of this technique in seed quality assessment
(Mahajan et al., 2018) 571, Paddy seed varietal purity based
on colour, morphological, and textural features were
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analysed using machine vision combined with multivariate
analysis. The Support VVector Machine Classification (SVM-
C) model achieved the highest classification accuracy of
93.9 percent for distinguishing between three paddy
varieties (BR 11, BRRI dhan 28, and BRRI dhan 29)
compared to PLS-DA (83.8 percent) and KNN (87.2
percent) models. It was also noted that morphological
features were more significant for classification compared to
colour and textural features (Ansari et al., 2021) %8, Overall,
recent advancements in multispectral imaging, deep
learning, and hybrid machine vision systems have
significantly improved the accuracy and efficiency of seed
physical purity assessment. These approaches consistently
outperform traditional methods by enabling rapid, non-
destructive, and highly reliable discrimination of seed types
across crops. Collectively, the findings highlight the
growing potential of Al-driven imaging technologies to
revolutionize seed quality evaluation in modern agriculture.

Conclusion

The integration of machine learning in seed quality analysis
provides a more accurate and nondestructive analytical
method. Machine learning also makes the assessment of
seed characteristics such as germination potential, vigour,
viability and purity faster compared to traditional methods.
Additionally, the integration of machine learning in seed
quality analysis has shown significant promise in enhancing
accuracy and efficiency in seed defect detection and quality
prediction. Overall the researches show the transformative
impact of machine learning on seed quality analysis paving
way for more efficient agricultural practices.
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